
Henry Ford Health Henry Ford Health 

Henry Ford Health Scholarly Commons Henry Ford Health Scholarly Commons 

Center for Health Policy and Health Services 
Research Articles 

Center for Health Policy and Health Services 
Research 

1-7-2021 

Automated rating of patient and physician emotion in primary Automated rating of patient and physician emotion in primary 

care visits care visits 

Jihyun Park 

Abhishek Jindal 

Patty Kuo 

Michael Tanana 

Jennifer Elston-Lafata 
Henry Ford Health, jlafata1@hfhs.org 

See next page for additional authors 

Follow this and additional works at: https://scholarlycommons.henryford.com/chphsr_articles 

Recommended Citation Recommended Citation 
Park J, Jindal A, Kuo P, Tanana M, Lafata JE, Tai-Seale M, Atkins DC, Imel ZE, and Smyth P. Automated 
rating of patient and physician emotion in primary care visits. Patient Educ Couns 2021. 

This Article is brought to you for free and open access by the Center for Health Policy and Health Services 
Research at Henry Ford Health Scholarly Commons. It has been accepted for inclusion in Center for Health Policy 
and Health Services Research Articles by an authorized administrator of Henry Ford Health Scholarly Commons. 

https://scholarlycommons.henryford.com/
https://scholarlycommons.henryford.com/chphsr_articles
https://scholarlycommons.henryford.com/chphsr_articles
https://scholarlycommons.henryford.com/chphsr
https://scholarlycommons.henryford.com/chphsr
https://scholarlycommons.henryford.com/chphsr_articles?utm_source=scholarlycommons.henryford.com%2Fchphsr_articles%2F224&utm_medium=PDF&utm_campaign=PDFCoverPages


Authors Authors 
Jihyun Park, Abhishek Jindal, Patty Kuo, Michael Tanana, Jennifer Elston-Lafata, Ming Tai-Seale, David C. 
Atkins, Zac E. Imel, and Padhraic Smyth 

This article is available at Henry Ford Health Scholarly Commons: https://scholarlycommons.henryford.com/
chphsr_articles/224 

https://scholarlycommons.henryford.com/chphsr_articles/224
https://scholarlycommons.henryford.com/chphsr_articles/224


Automated rating of patient and physician emotion in primary
care visits

Jihyun Parka,b,1,*, Abhishek Jindala,c,1, Patty Kuod, Michael Tananae,
Jennifer Elston Lafataf,g, Ming Tai-Sealeh, David C. Atkinsi, Zac E. Imeld, Padhraic Smytha

aDepartment of Computer Science, University of California, Irvine, USA
bApple Inc., Cupertino, USA
cHewlett Packard Enterprise, San Jose, USA
dDepartment of Educational Psychology, University of Utah, Salt Lake City, USA
e Social Research Institute, University of Utah, Salt Lake City, USA
fDivision of Pharmaceutical Outcomes and Policy, University of North Carolina at Chapel Hill, USA
gCenter for Health Policy and Health Services Research, Henry Ford Health System, Detroit, USA
hDepartment of Family Medicine and Public Health, University of California, San Diego, USA
iDepartment of Psychiatry and Behavioral Science, University of Washington, Seattle, USA

A R T I C L E I N F O

Article history:
Received 8 July 2020
Received in revised form 3 January 2021
Accepted 4 January 2021

Keywords:
Doctor-patient communication
Patient-physician communication
Doctor-patient conversation
Machine learning
Natural language processing
Sentiment analysis
Emotion classification
Primary care visit

A B S T R A C T

Objective: Train machine learning models that automatically predict emotional valence of patient and
physician in primary care visits.
Methods: Using transcripts from 353 primary care office visits with 350 patients and 84 physicians (Cook,
2002 [1], Tai-Seale et al., 2015 [2]), we developed two machine learning models (a recurrent neural network
with a hierarchical structure and a logistic regression classifier) to recognize theemotionalvalence(positive,
negative, neutral) (Posner et al., 2005 [3]) of each utterance. We examined the agreement of human-
generated ratings of emotional valence with machine learning model ratings of emotion.
Results: The agreement of emotion ratings from the recurrent neural network model with human ratings
was comparable to that of human-human inter-rater agreement. The weighted-average of the correlation
coefficients for the recurrent neural network model with human raters was 0.60, and the human rater
agreement was also 0.60.
Conclusions: The recurrent neural network model predicted the emotional valence of patients and
physicians in primary care visits with similar reliability as human raters.
Practice implications: As the first machine learning-based evaluation of emotion recognition in primary
care visit conversations, our work provides valuable baselines for future applications that might help
monitor patient emotional signals, supporting physicians in empathic communication, or examining the
role of emotion in patient-centered care.

© 2021 Elsevier B.V. All rights reserved.

1. Introduction

There are over 900 million medical office visits a year [4]. The
quality of patient-physician interactions during these visits, and
responsiveness to patient concerns, is essential to patient-centered
care [5–9]. Patient-physician interactions involve more than just
discussions of symptoms and biomedical facts. Patients can be in

intense emotional states when visiting their physicians. How
physicians recognize and respond to patient emotions [10–14] is
related to important patient outcomes [15,16], including satisfac-
tion with medical care [17,18], adherence to treatment [19],
malpractice claims [20], quality of life [21], and other clinical
outcomes (e.g., diabetes [22], blood pressure [23]). Consequently,
an important aspect of patient-centered care is effective recogni-
tion of emotions during medical appointments.

Patients desire that physicians devote more time in medical
appointments to their emotional concerns [24]. In fact, about 20
percent of primary care appointments have indicators of mental
health concerns (e.g. previous diagnoses, psychotropic medica-
tion), where patients may be experiencing high levels of
psychological distress and emotions that they bring to

* Corresponding author at: 1 Apple Park Way, [924-4IST], Cupertino, CA, 95014,
USA.
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appointments [25–27]. Furthermore, patients in appointments
may also be experiencing emotions in appointments directly
connected to their physical ailments. However, physicians are
tasked with responding to a variety of demands during visits, and
may miss key emotional moments that in turn impact patient
outcomes (e.g. treatment satisfaction, adherence) [28–30]. Tools
that can quickly assess patient emotions during medical appoint-
ments may help providers better attend to emotions that arise. At
present, there are currently limited methods of measuring patient
emotions during medical appointments. Patient emotions in
medical settings are primarily evaluated using surveys that
measure general experiences in treatment [31], which place a
burden on the patient, are subject to social desirability and recall
biases [32–34]. Direct observation and feedback is the gold
standard for supporting physicians in attuning to emotions during

medical appointments, but it is time-consuming, expensive, and
generally not feasible in most clinical settings [35].

Quantitative text analysis methods can facilitate more direct
assessment of emotional events in primary care, leveraging recent
advances [36] in natural language processing (NLP) and machine
learning to analyze transcripts of patient-physician conversations.
Developing NLP models that identify patient expressions of
emotion and their valence from visits could contribute to the
development of scalable quality improvement efforts by support-
ing communication that is more informed by emotional attune-
ment to patients, or highlighting important moments that were
not addressed. NLP techniques have been used to extract treatment
information from electronic health records (EHRs) [37–39],
identify post-operative complications [38], as well as identify
patients that may be in need for further treatment or care [39–41].

Fig. 1. An example of a section of dialog from a particular visit. The six columns on the right side show the emotional valence ratings assigned by 6 raters. The averaged rating
is shown in the third column.
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Recently, NLP techniques have been applied to transcripts of
medical appointments to identify topics of conversation in settings
such as pediatrics [42], HIV care [43,44], psychotherapy [45], and
primary care [46,47]. There is recent work classifying emotions
using lexical features in married couples’ discussions [48]. Other
work has focused on classifying emotional valence for in-person
[49], and online text-based psychotherapy for depression [50].
However, there has been relatively little work on development and
evaluation of NLP technology to automatically capture the
emotional content of a medical visit.

There has been a significant amount of work in computer
science on emotion and sentiment detection in written text, e.g.,
product reviews [51] and social media posts [52]. However, this
work has limited applicability to primary care conversations. Of
more relevance is recent work in NLP on classifying the emotional
state of a speaker for each utterance, using lexical features (i.e.,
words and short phrases) extracted from transcripts of human-
human or human-computer dialog [53–55]. This work on
classifying speaker state, however, has tended to focus on datasets
consisting of relatively short exchanges (e.g., AVEC [56], MELD [57],
IEMOCAP [57,58]) often involving simulated conversation topics
which are quite different in nature to real-world clinical dialog.

In the current study, we evaluated the performance of machine
learning models to rate the emotional valence (positive, neutral,
negative) [3] of patients and physicians at the utterance level in
353 transcripts of primary care medical visits. This is the first large-
scale study of automated emotion recognition from transcripts of
primary care conversations. Recent work in automated annotation
of utterances within conversations [47,53,57,58] has shown that
contextual or sequential information across utterances is crucial in
utterance-level analysis, particularly for short utterances. Thus, in
our work, we focus on current state-of-the-art sequential models
for predicting emotional valence. In particular, we focus on
hierarchical recurrent neural networks [47,59] and compare these
models to a simpler non-sequential baseline (logistic regression)
as well as to human raters.

2. Methods

2.1. Dataset

The dialog transcript dataset used in this paper is a combination
of transcripts from two previous studies: The Mental Health
Discussion study by Tai-Seale et al. [2,60,61] and the Assessment of

Doctor-Elderly Patient Transactions (ADEPT) study by Teresi et al.
[1,62]. The dataset consists of 353 human-generated transcripts
with 210k utterances from elderly patients’ doctor visits. The
majority of the patients in the dataset were white (66.2 %) and
female (65.6 %), with an average age of 62 years. An utterance is
defined as a discrete sentence unit within a talk-turn, that is
separated by periods, exclamation marks, and question marks. The
rating team was composed of fourteen raters who were affiliated
with the University of Utah; three raters were doctoral students,
three were post-baccs, and six were undergraduate students.
Doctoral students rated utterances as part of their funding, and
post-bacc and undergraduates were compensated for their time
coding. Raters were asked to rate utterances based on how they
thought the speaker was feeling when they spoke the utterance.
Raters were able to use preceding utterances as context for how
they rated each utterance. Each utterance was rated by 2.3 different
raters on average, where the rating takes an integer value that
ranges from -3 (very negative) to +3 (very positive), with neutral at
0. Of the fourteen raters, we removed the ratings from four raters
whose distributions of assigned ratings were significantly different
from the other raters, which accounted for 24.6 % of all the ratings
(Supplement A.2 has details). For the ratings assigned by the rest of
the raters, 79.2 percent of all the raters were neutral (0). To
estimate interrater reliability, the Intraclass Correlation Coefficient
(ICC) was found to be 0.90 using a two-way random effects model
ICC(3,k).

Fig. 1 shows an example of the ratings for one visit. In this
example, some of the talk-turns are split into multiple utterances,
and each utterance has multiple emotional valence ratings
assigned here by 6 raters. The third column in Fig. 1 shows the
mean emotional valence ratings after taking the average of the
raters’ valence ratings for each utterance. We regard these
averaged ratings across the multiple ratings of each utterance as
the reference standard, and use them for training and evaluation of
our predictive models.

Fig. 2 plots mean emotional valence, averaged over human
raters, for each speaker, for the same visit shown in Fig. 1. The x-
axis corresponds to utterances, the same value as the first column
in Fig. 1. We see that the patient and physician each transitions
through different emotional states during the visit, with the
patient having more pronounced negative emotion than the
physician. As an example, utterances 7, 52, and 57 in Fig. 1 are
marked as solid circles in Fig. 2. When the patient talks about his/
her recent bereavement (utterance 7), the emotional valence drops

Fig. 2. Per-utterance rater mean emotional valence for a physician (gray) and a patient (orange) during the same visit as in Fig. 1. The mean emotional ratings for each speaker
are smoothed with a triangular moving average window size of 7 utterances for visualization purposes. For this visit, 63.7 % of the utterances (330 out of 518 utterances) are
from the physician.
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to a low (negative value). The physician listens and shows support.
After that, the physician tries to brighten the mood by talking
about the blood pressure (utterance 52), and compliments the
patient for being active and exercising often (utterances 54–57).
Similar patterns show up later in this visit as well in other visits.

2.2. Models

Recurrent neural networks [63] are known to be effective in
learning from sequential inputs, particularly for language data.
They can be used to learn a vector representation of a sentence or
an utterance, while keeping the sequential properties of the inputs
[64]. We investigated a hierarchical form of a recurrent neural
network model that has been used successfully for other tasks in
dialog modeling (e.g., Serban et al. [59], Park et al. [47]). The
hierarchical nature of the model involves using recurrent networks
to model word sequence within an utterance and to model
sequences of utterances within a visit. In other words, the model
encodes an utterance using the sequence of words in an utterance,
while also taking into account the whole sequence of utterances in
a visit, including the neighboring utterances, to predict an
emotional valence of an utterance. This is particularly useful for
short utterances that often contain very little contextual informa-
tion. The model also includes a “gated recurrent unit,” [65] which is
a particular type of recurrent network structure.

The parameters (weights) in the model were optimized by
minimizing the log-loss (cross-entropy) objective function on the
training data using gradient-based search in an end-to-end

fashion. The model was trained to predict one of three mutual-
ly-exclusive categories: negative, neutral, or positive. Negative
(positive) corresponds to average emotion ratings (per utterance
across raters) less than -0.5 (greater than +0.5), with neutral
corresponding to ratings between -0.5 and +0.5. The model also
takes into account who the speaker is, allowing for a speaker effect
in the predictions of emotion.

We used logistic regression (LR) classifier as a baseline model
for comparison. The logistic regression classifier uses bag-of-words
to encode an utterance representation, which does not incorporate
any sequential information between words or utterances. Addi-
tional details on models and training procedures are provided in
Supplement B.

2.3. Evaluation

We evaluated predictive performance using both correlation
and ranking measures. For correlation, we computed the
Pearson correlation coefficient across utterances between (i)
the average human valence rating per utterance and (ii) a
model’s valence rating per utterance. A model’s valence rating
was defined as Pðpositive j utteranceÞ � Pðnegative j utteranceÞ
where the conditional probabilities were generated by the outputs
of the classification model (Hierarchical recurrent neural network
and LR).

For ranking-based evaluation, we used R-precision [66] to
measure how often the model’s most confident predictions match
the rankings from human raters. An R-precision score of 1 means

Fig. 3. Examples of emotional valence trajectories of the physician (top) and the patient (bottom) in a visit (the same visit as shown in Fig. 2). Blue lines in both of the plots
show the predicted ratings from the model. These ratings were scaled to match the variance of the average human ratings for clarity. Smoothing with a moving average
triangular window of size 7 utterances was applied to all of the sequences for visualization purposes (but not used in computing any of the evaluation metrics). The correlation
coefficient was 0.831 for the physician (top panel) and was 0.794 for the patient (bottom panel). See Supplement E for more examples.
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that the top-ranked R utterances for positive (or negative) emotion,
as identified by the model (based on its probabilities), were all
rated as positive (or negative) by the human raters; and an R-
precision score of 0 means that none of the model’s top R
utterances were scored as positive (or negative) by the human
raters. Additional details on R-precision can be found in Supple-
ment D.2.

In addition to comparing the model predictions with the
average of human rater scores, we also computed correlation and
R-precision where we compared each human rater’s scores to the
average of all of the other human rater scores for that utterance,
and repeated this for each of the 10 raters, resulting in 10 sets of
correlations and R-precisions (see Supplement C for the rater
subset information). We refer to these results as OvR (One versus
Rest) below.

To obtain the prediction results for all 353 visits, 10-fold cross-
validation was used for the two models (the recurrent neural
network and logistic regression). The correlation and R-precision
values for each of the two models and for the human OvR are
computed using the same subsets shown in Supplement D. The
numbers for the subsets were reduced to a single number by taking
a weighted average of the individual rater OvR numbers, with
weights in proportion to the number of utterances rated by each
rater.

3. Results

The resulting Pearson correlation coefficients were 0.60 for
human OvR, 0.60 for the recurrent neural network, and 0.55 for
logistic regression. The averaged R-precisions for the positive class
were 0.47, 0.58, and 0.53, for human OvR, recurrent neural

network, and logistic regression, respectively. For the negative
class, the R-precision scores were 0.44, 0.45, and 0.42, respectively.
Results before averaging can be found in Supplement D.

The correlation and R-precision measures for the recurrent
neural network model are consistently better than the non-
sequential logistic regression baseline model. In addition, for both
correlation and R-precision, the recurrent neural network model is
comparable with human performance as measured by the human
OvR scores.

Fig. 3 shows an example of emotional valence ratings across a
visit in one of the test data subsets, for both the predictions of the
recurrent neural network model (in blue) and the average of the six
human ratings (in orange) for this visit. The two subplots
correspond to utterances from the physician (top) and the patient
(lower). It is clear for this example in Fig. 3 that the model’s
predictions track well with the trajectory of the mean human
ratings.

3.1. Mean emotional valence per visit

Fig. 4 compares the recurrent neural network model’s
predictions of emotional valence (y-axis) and the human ratings
(x-axis), at the visit level, for both the physician (left) and patient
(right). Each datapoint in the plot corresponds to one of 353 visits,
where the x and y values are computed by averaging the ratings
over utterances in the visit, for the model and for the average of
human ratings. There is a strong linear relationship between the
emotional valence predicted by the model and the human ratings,
at the visit level, for each speaker, with correlation coefficients of
0.63 (physician) and 0.69 (patient). Patient emotion also tends to
be more negative than that of physicians, explaining why including

Fig. 4. Mean emotional valence score per visit, for the model (y-axis) versus aggregate human ratings (x-axis), for physicians (left) and patients (right), with Pearson
correlation coefficients shown in the top left for each plot.

Table 1
Five example utterances with the highest output probabilities generated from the recurrent neural network model. The output probability from the model and the averaged
value of human-assigned ratings for that utterance are shown.

Negative Positive

pðyi;j ¼ negÞ Human Text pðyi;j ¼ posÞ Human Text

0.987 �1.5 To wake up to that woman screaming, terrible, terrible. 0.994 2.0 He’s wonderful.
0.978 �2.5 And a lot of times when I'm cleaning houses I’ll have

such horrible hot flashes.
0.994 2.0 Very good, very good.

0.978 �2.5 And they've been getting worse and worse and worse. 0.993 2.0 That sounds wonderful.
0.975 �2.0 The, oh I felt horrible. 0.992 2.2 Were very happy.
0.975 �3.0 And I hate that, I just hate that. 0.992 2.0 Excellent, excellent.
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speaker-dependence in a model leads to better predictive
performance than a model without speaker dependence (see
Supplement F).

3.2. Highly ranked utterances from the model

As a qualitative analysis, Table 1 shows the top five utterances
that received the highest negative class probability and highest
positive class probability by the model. The results suggest that the
model has learned meaningful representation of emotional
valence information. The negative examples in Table 1 have very
negative expressions and words such as “terrible,” “horrible,” or
“hate.” On the other hand, the positive examples include favorable
words and expressions such as “wonderful” or “very good.” The
utterances that returned the highest neutral probabilities were
usually related to physical examinations or prescription, and can
be seen in Supplement G.

4. Discussion and conclusion

4.1. Discussion

In this work, we used two machine learning models, a recurrent
neural network model that takes into account sequential
information across utterances in the transcript and a baseline
logistic regression model that does not consider sequential
information, to automatically rate the emotional valence of patient
and physician utterances in transcripts of elderly patients’ primary
care medical visits. We not only evaluated the performance of
these two models by treating the average human rating scores as
“true” values but also compared their predictions to the ratings by
human raters using one-versus-all approach. Consistent with
previous research on the importance of contextual information
[47,53], our recurrent neural network model consistently yielded
more accurate emotional valence ratings than the logistic
regression model. The neural network model predicted patient
and physician emotional valence at similar performance levels as
human raters, measured by the Pearson correlation coefficient and
R-precision.

Although our methods showed promising results, there are
limitations mainly due to the data availability. First, our model is
only trained using the transcripts from elderly patients where the
majority of them need mental health care. More extensive model
training and validation with datasets containing a variety of
populations who differ in the forms of expressing emotion could be
needed. Second, predicting emotional valence is a challenging task
since the ratings are highly subjective and hard to be quantified to
have a true gold standard. We treated the average ratings from
human raters as a reference standard. However, more efforts on
creating higher quality labels, such as communicating between the
raters to reach a consensus or asking what the speakers were
actually feeling in each moment, would be more ideal. Lastly, we
were only able to use transcribed texts without nonverbal cues,
which are important factors in affective communication [67].
Obtaining a large-scale multi-modal dataset in clinical settings to
train a machine learning model is particularly difficult due to
privacy and ethical reasons [68], and we leave this as future work.

Machine learning models, that can predict emotional valence of
physicians and patients in significantly less time than human
raters, have the potential to be applied in medical settings to
support larger-scale quality improvement efforts focused on
empathic patient-physician communication as well as to scale
research on emotional patterns in medical visits. For instance, we
could examine how patterns in emotional valence of physicians
and patients over the course of appointments are related to
important clinical outcomes. Mixed methods research could also

be applied to examine how shifts in emotional valence are
associated with qualitative differences in physician behaviors.
Also, flagging the cases when there is a mismatch in emotional
valence of patient and physician could allow researchers to have a
deeper analysis on why it happened. Another area where our
approach can be applied is the human-machine dialogs, where we
assess the quality of the automated responses or regulate to have a
desirable emotion.

4.2. Conclusion

In this article, we established baselines for automatically
predicting the emotional expression of physicians and patients
during primary care visits. Using more than 200k rated utterances,
we trained and evaluated the models by exploiting the two different
types of outputs: emotional valence scores from the continuous
output probabilities and the predicted categorical values.

The performance of the neural network model surpassed a
simple logistic regression baseline and approached human-to-
human agreement. As machine learning models and automated
speech recognition techniques continue to improve, we can expect
corresponding improvements in the effectiveness of automated
algorithms for characterizing emotions in patient-physician
conversations.

4.3. Practice implications

Better understanding the patterns of emotional expressions
through which expression of emotions unfolds in appointments
can facilitate training of physicians, and improve quality of care.
These models could be particularly powerful tools in busy clinical
settings where doctors often have large caseloads with limited
time [69,70]. Paired with advances in speech recognition [71],
machine learning models could facilitate compassionate engage-
ment in patient-centered care by quickly assessing emotional
expressions in doctor appointments, and providing real-time
feedback to physicians regarding empathy and attunement to
patient needs. Future research could focus on developing and
integrating machine-learning-based tools into medical settings,
and examining the effect of this feedback on physician behaviors.
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